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EPRARBIAN: Bk, PEREERE L, WRKREESZ, R KRERE S5 R
FHERHD AR, 1974 FENL T IR RV BER, 1986 - 3RI% [ L & I oK 2
S HHCAE LA, 2005 AF ik E R L, 2010 FA2 I AE E B KK
2 (IO fE—/IiF R, 2023 4241 ARG R Bele 1. 52k LRI
M0 . BEHLE B AN G R EC SR 2SI B 7L, S5 T BN LR AR R G —
BB A SR, R G T B R BEA L R . S2RE gL T ARZR
Ve W B B, R R AR R A B2 B I BRI BE L BT ER A,
Kolmogorov SZMIMEZ 10 RGMIHET BIFELIERE DL, IR H R T2 A 4R A
SRS . SR RE R i R T OB ER

A H: A Convenient Setting for Infinite-Dimensional Analysis

FEFHA: K

$ E . | will talk about a convenient framework that we proposed for
infinite-dimensional analysis, in which differentiation (in some weak sense) and
integration operations can be easily performed, integration by parts can be
conveniently established under rather weak conditions, and especially some nice

properties and consequences obtained by convolution in Euclidean spaces can be
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extended to infinite-dimensional spaces in some sense by taking the limit. Compared
to the existing tools in infinite-dimensional analysis, our setting enjoys more
convenient and clearer links with that of finite dimensions, and hence it is more
suitable for computation and studying some analysis problems in
infinite-dimensional spaces.

FEHARA: K, PUNPRSEER, DRSO he S5 e R4E 04, 2 TAE
R FAE STAM Rev. « Comm. Pure Appl. Math. . Annu. Rev. Control. J. Eur. Math.
Soc. il Mem. Amer. Math. Soc.Z5¥], F7E Springer R %L 3 #. g kE
FERP TR (2013 48, ME—5ERRN) MSEE Tk 5 M 87 # 2 SIGEST
W, REZRNNFER ARG E R QAR A S E AU HAF R, Aik4
EAE AT BEMEZAA TR H 552 RAA R SRR RIE A Y
N “CRIENTR” RIFAEREZ . BE QPRI R TR AR
Fhe CENTRIS AT e CE S A AR S R BT H LT ORI )
M CEZFANMFER ARG A ALY 55, Jo)a AR H] SUR T STAM J.
Control Optim. %5 10 R} EFR AR EMRZE . BIERMBF g, FEREELE 2010
FREPREEE KR AE 45 Bl .

A H: Proof of a Conjecture about Parrondo Paradox for Two-Armed Slot Machines
FEHA: PRl

FE: The 1936 Mills Futurity slot machine had the feature that, if a player loses 10
times in a row, the 10 lost coins are returned. Ethier and Lee (2010) studied a
generalized version of this machine, with 10 replaced by deterministic parameter J.
They established the Parrondo effect for a hypothetical two-armed machine with the
Futurity award. Specifically, arm A and arm B, played individually, are
asymptotically fair, but when alternated randomly (the so-called random mixture
strategy), the casino makes money in the long run. They also considered the
nonrandom periodic pattern strategy for patterns with r As and s Bs (e.g.,

ABABB if r =2 and s = 3). They established the Parrondo effect if r + s divides



J, and conjectured it in four other situations, including the case | =2 with r > 1
and s = 1. We prove the conjecture in the latter case.

AR BRI, LRI, LR R RIEF SR b b B
NHEERAR GRS H . FENFRBCE . RN 7R IR
T+ E LTI TP, 4% J5 7E Econometrica. Journal of economic theory.
Annals of probability.Automatica FflNature T FIZEHITIAFKILL 80 &k
FERETAEARMOLAIRESE T, 45 T SRARERYE 2500 A 3 A I B Rk 5
FEMTERE 19k LI AL R G, N B RuR, Wik 7R EN
QU T — LA IR AR DR AR, AR N Ah AR T R . Herh, H5REZR
SRR L. FELAVT AR Epstein SERIL T 3h& 2 st it 53k
Atk g WIHZMMECR, 193] 9PN Chen—Epstein HJEM AR, 285 Rk
W IURGGFREE . EafEx (o #Hh AL A E RS 2 E LR
SUHECHE . & 5ER RS I mAMNG T 5 Rl R 5 H R B A
“TI—7 SR EEE LRI HATIEE B E X E SR IH — I 1R E B
IRR B BRI SO H — T 8 5 [ X AR A E R I H — T

A H: The Maximum Principle for Discrete-Time Stochastic Control Problems
FiHAN: RE

FZE: In this talk, we focus on discrete-time stochastic optimal control problems,
discussing key developments in both convex and non-convex control domains. We
begin by addressing the problem within convex control domains, deriving necessary
and sufficient stochastic maximum principle. We then extend these results to
discrete-time mean-field type stochastic optimal control problems with convex
control domains. For these, an adjoint operator technique is employed to overcome
the difficulties of establishing adjoint equations and duality relations. Next, we
introduce the discrete-time stochastic maximum principle for delayed systems. This
result not only extends the method developed for mean-field systems but also
integrates these advancements into a broader, unified framework. Finally, we

consider non-convex control domains. For this challenging case, we introduce a
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novel approach, inspired by the classical spike variation in continuous-time cases,
but adapted for discrete-time settings through random scale perturbations instead
of time scale. This method enables us to derive the maximum principle recursively,
eliminating the need for variational equations or adjoint equations. This extends
previous results obtained in convex control domains. The goal of this talk is to
establish a rigorous and comprehensive framework for the discrete-time stochastic
maximum principle, offering insights into convex and non-convex domains, and
paving the way for further research. The talk is based on the works of Z. Wu, F.
Zhang, MCRF, 2022, B. Dong, T. Nie, Z. Wu, Automatica, 2022, B. Dong, T. Nie, Z. Wu,
SCL, 2023, and Y. Song, Z. Wu, Automatica, 2024.

FEPARN: REB, LRRPE AR BIR, BEE KL H” SR,
AN HFFEREGIRGE, RLFERE LR BUE LR R 55 RIS
Fhibik, TEACARAEER, BX AR AEERZASBH AR IUEE
WERRRR, HEARKAAAH AR IRRRN, RIS EFR,
WSS R e . RG2S, BUS 7 — RV EA REAMEA R Gk
FIRMIT R, A E B ) R BUBYI ) STAM J. Control Optim. 4iZk, IUE
[ X e Z2 9 I Fundamental Research #U#WBi&ildgmZ:, SCI AN
] ESAIM—Control Optim. Calc. Var.. Statist. Probab. Lett.. [EPr2EARHEH

Roqk H
oY

o

Fi] Probab. Uncertain. Quant. Risk A#1 Part. Diff.Equa. Appl.%sZ. W3k
TEPAS T UERE SR, HARILARE BB AR, (R
SEMN b R B R H A OR K, R E m E R IRFS H0 — 52, 2 URILRE #
FRORRFE R . ERFE K E G THRIONE « E R R EGIH . RS EX
SERRTT S0 H &5 N AR BB BT N A NI IR E
it AESE P TN 15 B A 6 =Wy B il N NG 2 NP i ES e g
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A H : Optimal Control Problems with Generalized Mean-Field Dynamics and
Viscosity Solution to Master Bellman Equation
FHAN: T
HE. We study an optimal control problem of generalized mean-field dynamics with
open-loop controls, where the coefficients depend not only on the state processes
and controls, but also on the joint law of them. The value function V defined in a
conventional way, but it does not satisfy the Dynamic Programming Principle (DPP
for short). For this reason we introduce subtly a novel value function 9, which is
closely related to the original value function V, such that, a description of 9, as a
solution of a partial differential equation (PDE), also characterizes V. We establish
the DPP for 9. By using an intrinsic notion of viscosity solutions, initially introduced
in Burzoni, Ignazio, Reppen and Soner (2020) and specifically tailored to our
framework, we show that the value function 9 is a viscosity solution to a Master
Bellman equation on a subset of Wasserstein space of probability measures. The
uniqueness of viscosity solution is proved for coefficients which depend on the time
and the joint law of the control process and the controlled process. Our approach is
inspired by Buckdahn, Li, Peng and Rainer (2017), and leads to a generalization of the
mean-field PDE to a Master Bellman equation in the case of controls. Based on a
joint work with Rainer Buckdahn (UBO, France) and Zhanxin Li (SDU, Weihai).
FHARSN: B, DR RAREEER, BE MK RS, mitd. #
AR, EE TS RO AT BENLEE R BENLRL RS

A H: Inverse Problems of Stochastic Partial Differential Equations: Some Recent
Progresses

FHAN: B

FE: In this talk, | will present some recent progresses on inverse problems of

stochastic partial equations. We focus on the two typical equation, i.e., stochastic

parabolic equations and stochastic hyperbolic equations. The key tool to solve these

inverse problems are Carleman estimate.
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FEPEAFAN: BE, VUK EEZ, R BT R 7RI AL 7 R 4 i
g, EEMRAFE Comm. Pure Appl. Math., J. Buro. Math. Soc. . J. Math.
Pure. Appl. . SIAM J. Control Optim. J. Funct. Anal. ZT|# b, #
Springer-Verlag tHfRE 3% =M. KEXNHEFIES T, G NEHE HHEE
AAWRIEEE, RPEBCER R R, b E k5 R85 2 BB
HFERYE ., ERARBEREEELR “HFEFRERL” , DRMINE “HT
—%7 WRATE I AR SEJEHEAE SIAM J. Control Optim., ESAIM:
Control, Optim. Calc. Var. ZETIMIMIZE, FEMIBLE 2022 - EPREUY F R
E 45 Zr i

B H: Necessary Optimality Conditions for Optimal Control Problems Evolved on
Riemannian Manifolds

EHA: XKW

FE: In this talk, we study the optimal control problem for control systems

described by ordinary differential equations on Riemannian manifolds. Specifically,

the state of the control system is subject to both equality and inequality constraints

at the terminal time, while the pointwise control constraint set is convex. We

establish the second-order necessary conditions for optimal controls. As an

application of our results, we explore an optimal control problem involving ordinary

differential equations with pointwise state constraints.

FHARA: XC0H, PR R, 5. i3 ENFHR SR L)

n] /BT 7S, AREMHE R KR IE Journal of Differential Equations, SIAM

Journal on Control and Optimization, ESAIM: Control, Optimization and

Calculus of Variations ZFf#iT| I, FHFEFKHRE2#IEE FIH —I,



M H: Stackelberg Equilibrium with Social Optima in Linear-Quadratic-Gaussian
Mean-Field System
EHN: S
HE. A linear quadratic social optima problem with a leader and a large number of
weakly coupled followers is investigated. To be specific, the followers cooperate to
minimize the social cost after the leader first announces his/her strategy, while the
leader will then optimize his/her own cost functional on consideration of the
followers’ reactions. We assume that the controls are involved in both the followers’
and the leader’s state equations. Meanwhile, the followers’ average control and
average state terms enter into the drift coefficient of the leader’s state equation. In
order to obtain the asymptotic optimal strategies, two corresponding auxiliary
problems are present using variational and person-by-person technologies.
Furthermore, we construct the decentralized strategies of this leader-follower
system by virtue of a solvable consistency system. Eventually, the corresponding
asymptotic Stackelberg equilibrium is demonstrated rigorously.
FHPARS: D, R, LR REFEFERE, FENFEE YL T
T2 N FL R F L AR 2R PE AR &5 5 R OB 9T, 7E(The Annals of Applied Probability),
¢{SIAM Journal on Control and Optimization) . (IEEE Transactions on
Automatic Control) . {Science China Mathematics) ZEHAF|RF IR 30 &
Fi, BT EZK BRI ESE EOH . FEDHE DOLRE HARR S EET
WH, TSI T KRR ARG E f I H . Rouke e s LIl AR
B SR IIE , 2022 AR E TV 5 R 8 e e ey 5 TR
R T Z AR

A H: Invariant Sublinear Expectations

FHAN: Rk

FEE. We first give a decomposition for invariant sublinear expectations, and show
that each component of the decomposition has a finite period. Then we prove that a

continuous invariant sublinear expectation that is strongly ergodic has a finite period
10



pE, and that the component of its periodic decomposition with period p is the
convex hull of a finite set of TP-ergodic probabilities. As an application of the
characterization, we prove an ergodicity result which shows that the limit of the pE
-step time means achieves the upper expectation.

FEHAFA: RkA, PEBEARESA S RGREAIT TR T R . 2008 R
BNV R TR B, FFAERT FE R TAE 24 FEEMT 77 0 9 AR 1 B 30 S LN
BARARL A NN RE RO B BEAL o TR DL ARZRVE I T A
PRI

M H : Finite Codimensionality Method for Infinite-Dimensional Optimization
Problems

AN IR

FE. This talk is devoted to establishing a Fritz John type first-order necessary
condition for constrained nonlinear infinite-dimensional optimization problems.
Unlike traditional constraint qualifications in optimization theory, a condition of finite
codimensionality is employed to ensure the existence of nontrivial Lagrange
multipliers. As applications, first-order necessary conditions for some optimal control
problems are derived in a unified manner. Moreover, the finite codimensionality
condition offers a more straightforward verification process in these applications.
This is a joint work with Qi LU, Haisen Zhang and Xu Zhang.

FHARA: W2, RIANTE R8s 5 e e LS, ERE S
BRI E fi5T N, FER O E M SR S B R G Em P, EREE

i E RAp AR T ER
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M H: Maximum Principle for Stochastic Optimal Control Problem under Convex
Expectation
FEPAN: UM
HE. we study a stochastic optimal control problem under a type of consistent
convex expectation dominated by G-expectation. By the separation theorem for
convex sets, we get the representation theorems for this convex expectation and
conditional convex expectation. Based on these results, we obtain the variational
equation for cost functional by weak convergence and discretization methods.
Furthermore, we establish the maximum principle which is sufficient under usual
convex assumptions. Finally, we study the linear quadratic control problem by using
the obtained maximum principle. This is a joint work with Xiaojuan Li.
FHARA: SN, LR RFPRIEEER 2R, AR, LR
R EHEL K FE T AL A S 3 A FEALGL o> 07 18 BELIE ]
L4, 7F Transactions of the American Mathematical Society, SIAM
Journal on Control and Optimization, Stochastic Processes and their
Applications, Journal of Differential Equations 2% E KT L 30 &5
AR, FREF BARF ARG R TG E R LI 1 T, EREMEFR HR
Rk EIH 150

M H: A General Maximum Principle for Optimal Control of Stochastic Differential
Delay Systems

FHAN: LHE

FEE. This talk is concerned with a general maximum principle for a stochastic
optimal control problem, where the control domain is an arbitrary non-empty set
and all the coefficients (especially the diffusion term and the terminal cost) contain
the control and state delay. This topic is a long standing open problem. In order to
overcome the difficulty of dealing with the cross term of state and its delay in the
variational inequality, we propose a new method: transform a delayed variational

equation into a Volterra integral equation without delay, and introduce novel
12



first-order, second-order adjoint equations via the backward stochastic Volterra
integral equation (BSVIE) theory. Finally we express these two kinds of adjoint
equations in more compact anticipated backward stochastic differential equation
(ABSDE) types for several special yet typical control systems. Our result generalizes
the famous Peng’s general stochastic maximum principle to the case with time delay.
Joint work with Dr. Weijun Meng (AMSS, CAS), Prof. Tianxiao Wang (Sichuan
University) and Prof. Jifeng Zhang (AMSS, CAS).

FHARS: LHGE, IARREE AR AR, MR 5 ST
WL . EENERHLE S 5o 28 IEEIFBENLRSE. WL RS S
B Rl 5 T T BRI T . R D S e i 2 B K s L RO N R AR A K S A B
B R H K52 B TR TR 56 [ SORTH X v A 07 W A8 i H RTAE
SIAM Journal on Control and Optimization. IEEE Transactions on Automatic
Control. Automatica Z¢EFRBUBEAIATIRKFIR L 40 Riw, GIKLARE BHR
Bha A SR (CCDO) R F5H AE 1R 32 i ERHIMH TR 75 2 R84,
BRI ERSIEPASPAY SEE o TN = NP - WR 1 kG VAR P S
TR . I E B s Famdline Tl ZE il (TCCT) BN R Gtz il & i)
REFEREEN.

i H: Backward Stochastic Differential Equations with Nonlinear Young Driver
FHA: R

HE. We consider backward stochastic differential equations (BSDEs) with a
nonlinear Young integral where the driver is a space-time Holder continuous function.
Solutions to such equations provide a probabilistic interpretation of the solutions to
stochastic partial differential equations (SPDEs) driven by space-time noise. As an
application, nonlinear Feynman-Kac formulae for a class of partial differential
equations with Young drivers (Young PDEs) is derived.

EFAR: KA, 2010 SEEHEEHTORAE £, 2010-2012 £ [E Rutgers K2
BhE AR, 2013-2018 FHEAFIE AR, 2018 EHINRKEHIFK . EEUT
J7EABENU R 7 JT R SR B L BRI DL S AL A ) 55
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M H: Some Modified Progressive Hedging Algorithm for Multi-stage Stochastic
Variational Inequality Problems

EHN: KifFk

HE. Some modified progressive hedging algorithms (PHAs) are proposed for solving
multi-stage stochastic variational inequalities in general probability space. The
subproblems in those algorithms are allowed to be calculated inexactly. It is proved
that the modified PHAs have a closed relation with some modified proximal point
algorithms (PHAs). The strong convergence of those algorithms are proved under
some appropriate conditions. The numerical examples are given to indicate the
efficiency of those algorithms.

FEPNRA: TR, DUIIBYE R, AR, PIE T AR R
WER, BRARTEHINEIRGH . FEO TSN LI S5 Bz,
£ SIAM Review, Trans. Amer. Math. Soc., SIAM J. Control Optim., J.
Differential Equations ST AT IE—1iE. EFMS5EE AR
EUH 2. JUET EZE A RBE S, PRI SNAHES RS
HERBEE L RRR .

A H: On Averaging Principle for G-SDEs with Two Time-Scales

EHAN: TiEE

FE: In this talk, we prove a convergence theorem for singular perturbations
problems for a class of fully nonlinear parabolic partial differential equations (PDEs)
with ergodic structures. The limit function is represented as the viscosity solution to
a fully nonlinear degenerate PDEs. Our approach is mainly based on G-stochastic
analysis argument. As a byproduct, we also establish the averaging principle for
stochastic differential equations driven by G-Brownian motion with two time-scales.
The results extend Khasminskii’s averaging principle to nonlinear case.

FHARS: LIESE EENFE I 718 . AR HeA I SN T
7o BRILARBNSEFREE, ERERARRAEEIH 200 /£ Stochastic
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Processes and their Application. Electronic Journal Of Probability, SIAM
Journal on Control and Optimization ZEFENL#T 5 BE LI 1) ZE A0 ek 25 AR 1A T
EREBERL AR

B H: Optimal Control Problem in Quantum Stochastic Systems in Fermion Fields
FPA: B

FE. Inthe present talk, | will introduced some recent development on the optimal
control of quantum stochastic systems. Such a quantum stochastic system is an
noncommutative analogue of stochastic differential equations, and the
well-definedness of LP solution is based on the BG inequality obtained by Pisier and
Xu. By using dynamic programming principle, the optimal control problem was
studied when the drift term has no control. An in this talk, we will introduced the
Pontryagin maximal principle of such a controlled quantum stochastic system with
control in the drift term. The talk is based on the joint work with S.Wang.
FHARS: IR, A KRR R, A0, 72 Hilbert BERJL
A7) 41 Hamilton ZRGTHIRFALAE Sy i KETAF. B, ez
[ 3 A ) Arveson J5A8; Hk, @57 Hamilton R4HT Hill-AY 0 3 F1 Krein-
R 3, A9 30T = A4 ) R e X A B Al T o Bl B E T BEAL
Tl 73 75 RE 423 ) i

M H: Maximum Principle for Stochastic Volterra System and Applications

FHAN: ERIE

FE: In this lecture, we will discuss the maximum principle for optimal control
problems of stochastic Volterra integral equations when the control domain is
arbitrary non-empty set and diffusion is control dependent. Second-order adjoint
equations in terms of systems of backward stochastic Volterra integral equations are
introduced and carefully discussed. As an application, we study the analogue

problem for stochastic delay differential equations. This lecture includes two joint
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works with Weijun Meng, Jingtao Shi, Jiongmin Yong and Jifeng Zhang.

FHARS: TR, POIERSE (QEm) BEFE L, AR, NiEE K PEEN
Al MFEEENL BRI BRI I, MR KR (J. Math. Pure.
Appl.) ,  (SIAM J. Control Optim. ) Z&JAT), F#F 3 WEZK QAR FH4
BiH, Z5 1 BUARRHAREEE R0 H , JUE SCT M1 FI(Adv. Cont. Disc. Model),
(Math. Control Related Fields) #mZs.

M H: Optimal State Equation for the Control with Two Distinct Dynamic Systems
FHA: R E

FE: We consider a class of stochastic control problems which have been widely
used in optimal foraging theory and financial modeling. The optimal state process
has two distinct dynamics, characterized by two pairs of drift and diffusion
coefficients, depending on whether it takes values bigger or smaller than a threshold
value. Adopting a perturbation type approach, we find an expression for potential
measure of the optimal state process. We then obtain an expression for the
transition density of the optimal state process by inverting the associated Laplace
transform. Properties including the stationary distribution of the optimal state
process are discussed. Finally, the expression of the value function is given for such
stochastic control problems.

FEPARS: R E, WARREEEOIAREER, BiLAFI, 2020 FANiEL
RRFHFFFFHEARNN . FENFARLIEM R 5B BB 77 1S
TN & B I B 98  7E Stoch. Proc. Appl. , Automatica, Sci. China
Math. & A4 A H B AR SRR GE — iR . ERFEZRERREREE. 11
RE BB G LR G E 2 RITIH , 188 T8 A 20 [ X Rt
RAFRICA S L 7R 48 B SRR 5L & d KRR AU I H o 3R 1L R e S R 24
RIEZER,
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M H: Value at Risk Model under Sublinear Expectation
FHA: BBk
FE: In this report, we review the value at risk (VaR) model under sublinear
expectation. We first consider the classical VaR model, and then introduce the basic
concepts under sublinear expectation. Based on sublinear expectation, we show the
definition of the VaR under model uncertainty, which is called G-VaR. Furthermore,
we present three methods for estimating the parameters of the G-VaR model.
Those are the long-time average method, the first-order autoregressive method, and
the adapted learning method. In the end, we use SP500 index to verify the
performance of G-VaR model.
FEPAEN: IR, ARSI B, LA, LARER L
HHELTR FENFARLN E BN A 6 AT, AR el
AT IR X BHAT 9 . £F { Journal of Financial Econometrics), ¢Journal
of Mathematical Economics) , {&5#I5) , (SIAM: Theory Probab. Appl. ) ,
(ESAIM: COCV) , {Systems & Control Letters) ZE&:mhit&E. LFr4&mlAIbH
WA ) TR 1) A 318 5

M H: Indefinite Linear Quadratic Large Population Problem with Partial Observation
FHA: FRFE

# E: We investigate an indefinite linear-quadratic partially observed large
population system with common noise, where both the state-average and
control-average are considered. All weighting matrices in the cost functional can be
indefinite. We obtain the decentralized optimal strategies by the Hamiltonian
approach and demonstrate the well-posedness of Hamiltonian system by virtue of
relaxed compensator. The related Consistency Condition and the feedback form of
decentralized optimal strategies are derived. Moreover, we prove that the
decentralized optimal strategies are &-Nash equilibrium by using the relaxed
compensator. The talk is based on the joint work with Dr. Tian Chen and Prof. Zhen

Wu.
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